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Why Classifying T-cell?
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Image Processing: Image Size Matters
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Image Filtering
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Classification Model Summary

Frequency Classifier Predict probability by the positive frequency in train donors

LR with intensity matrix Logistic regression model with padded and resized image pixel matrix 
(82*82)

LR with total intensity + size Logistic regression model with two numbers, total intensity and mask size 
for each image

LR with CellProfiler features Logistic regression model with 123 “intensity”, “texture”, and “area” related 
features.

Simple Fully Connected NN Fully connected one-layer neural network. Tuned on neuron number, 
learning rate and batch size

LeNet Simple convolutional neural network model, tuned on learning rate and 
batch size

Retrained CNN

(Last Layer)

Retrain the last layer of Inception v3 model, tuned on learning rate and 
batch size

Retrain CNN

(Best Layers) Retrain the last “n” layers, tuned on “n”, learning rate and batch size



Transfer Learning

14 million images
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Cell Segmentation
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•Transfer learning: 3520 Jobs


•Each job: 2 ~ 20 hours


•Total 30K GPU hours on Cooley


•Auto-checkpointing



Model Summary: Metrics

Method Frequency Classifier

LR (Total Intensity + Size)

LR (Intensities)

LR (CellProfiler Features)

One-layer FC NN

LeNet

Retrained CNN (Lat Layer)

Retrained CNN (Best Layer)
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Quiescent







Retraining More Layers = Better?



Retraining More Layers = Better?



Interpretation: Logistic Regression (Pixels)



Interpretation: Transfer Learning
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Transfer Learning: Saliency Map



Transfer Learning: Misclassified Images



Hold-out Donor 4: Did Not Break!

Method Frequency Classifier

LR (Total Intensity + Size)
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Reproducible Research

• “How did I make that plot?”


• “What images did I use to train 

model 1?”


• “Why my code stop working?”

• Organize files


• Save code and data


• Version control

Karl Broman, http://kbroman.org/steps2rr/

http://kbroman.org/steps2rr/


Reproducible Research

https://github.com/gitter-lab/t-cell-classification

https://github.com/gitter-lab/t-cell-classification


Take-away

• Image pre-processing is very important


• Cloud computing and distributed system


• Transfer learning does work on single-cell 

microscopy images


• Reproducible research


